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Abstract. Mobile robots typically need a map of the environment to
perform their tasks. In indoor environments, a 2D geometric map is com-
monly represented by a set of lines and points. In this work we consider
mobile robot with a laser range finder and the goal is to find the best

set of lines from the sequence of points given by a laser scan. We propose
probabilistic method to deal with noisy laser scans, where the noise
not properly modeled using a Gaussian Distribution. An experimen-

tal comparison with a very well known method (SMSM) using a mobile
robot simulator and a real mobile robot, shows the robustness of the new
method. The new method is also fast enough to be used in real time.
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1 Introduction

A considerable number of researchers had been using laser range finders in mobile
robotics for indoor environments. Laser range finder measures the outline of
objects with high resolution and accuracy. This infornation can be used directly
to perform simple tasks. However in most of the mobile robot tasks is necessary
to build a map of the environment.

Normally the laser range finder performs is in a plane parallel to the floor
and each laser scan provides n points from the environment as it is shown in the
figure 1(b). Usually points are expressed in polar format (r;, x₁), where r; is the
distance from the sensor to the detected object at direction a; (see figure 1(a))

Because indoor environments have a lot of planar surfaces such as walls.
doors, or cupboards; Line Maps (LM) are commonly used to represent them.
LM are more compact and accurate than occupancy grids. Unfortunately, as
state in [4], there are some difficulties to get the best LM from a laser scan: 1)

find the best number of lines, 2) determine which points belong to which line,
and 3) estimate the line model parameters given the points that belong to a line.

This paper introduces a new approach called WSAC to find the LM even in

the presence of noisy measurements. The main idea is to perform a probabilistic

search of a line within a short sequence of consecutive measurements and then

review if there are more points in the laser scan that could be represented by O.
The final line is estimated using all the possible points.

Problems associated with outliers (atypical data) are handled by the proba-
bilistic search and different segments of the same line are identified easily. Other
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Fig. 1. Laser measurements
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methods have difficultics with outliers or report many disconnected segments

when in fact they belong to the same line.

The rest of this paper is organized as follows: section 2 reviews previous

approaches to find a single line and multiple lines in a sequence of measurements.

Section 3 describes the proposed method, Window SAmple Consensus WSAC.

Experimental tests are reported in section 4 and some conclusions are given in
section 5.

2 Previous Works

In this section we briefly review some previous methods to estimate a single line

and multiple lines given a set of points.

2.1 Fitting a Single Line

Least Squares Methods. The method of Least Squares (LS) proposed by

Legendre and Gauss [14] assumes that the best-fit line is the line that minimizes

the sum of squared deviations or errors from the line to each point in the set of

points. We can state this formally:

71

Ө = arg min E(0) = )e
i=1

2 (1)

A common way to resolve eq. 1 is to calculate e; as the vertical offset as is shown

in the figure 2(a). In this case we have

e; = y;- (mx; + b) (2)
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Fig. 2. Different deviations from the line
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where m and b are the parameters of the line given by y = mr +b. The solution

of equation 1 using vertical offsets (eq. 2) can be found in several textbooks (v.g.

[10]).
If we minimized perpendicular offsets eLi, as indicated in the figure 2(b),

instead of vertical offsets, the method is called Total Least of Squares (TLS). In
this case the error is given by

ет; = 1 — x; cos a - y; sin a (3)

where, r and a are the parameters of the estimated line in polar form. Finally if

instead of weighting all points equally, we use nonnegative constants or weights
a; associated with each point (xi, yi), equation 1 becomes

arg mina; [r- ; cos x - y; sin a]2 (4)
i=1

and its solution is given by:

where

1
a = arctan

2
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Sy - S

r = cos(x) + jsin(r)

Sex = at (ti -

i=1

Syy = ai (Yi - )
i=1

Sy = a;(t;- ) (V - )
i=1

ΣZi=1 Aidix =

i=1 ai

y =
Li=1 ai

(5)

(6)
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This method is called Weighted Total Least of Squares (WTLS) [1].

Robust Regression. The Least--Squares methods are sensible to outliers [12].
An outlier is a single observation far away from the rest of the data. There are
several alternatives to deal with data contaminated with outliers. M-Estimators

[17,6] reduce the effect of outliers applying weighting functions, reducing the
problem to a WTLS problem.

Rousseeuw [12] introduced the Least Median of Squares (LMS), which mini-

mizes the median of the sequence of squared deviations,

E = median (e, c,..., (7)

The minimization of 7 can not be obtained analytically and therefore requires
an iterative method.

Another alternative is the method RANdom SAmple Consensus (RANSAC)

[3] described in the Algorithm 1. One of the strengths of RANSAC is its ability
to estimate the parameters with accurancy even when outliers are present in the

data set. Frequently RANSAC is a better choice than LMS in vision due it can

be better adapted to complex data analysis situations [9].

Algorithm 1 RANSAC Algorithm

Input: P = {(x;, yi)|i = 1...n}, and a number of tries m
Output: Line

1. j0, n° - 0.

2. Repeat until j < m

-j-j+1
Select randomly two points from P and compute the line parameters

Count the number of inliers n, given a user tolerance t

if nj > n then nnj, Ө- Ө;
3. Reestimate .

Unfortunatelly, this approach has difficulties: if the threshold t is set too high

then the model estimation can be very poor. n; in algorithm 1 can be viewed as

a cost function given by

12

Ce =P(C11)
i=1

(8)

where

elsewhere

>iTe fi1}=(+13)d

(9)

and eli is the orthogonal distance of the i-th point to the line e. However,

rather than using eq. 9, Torr and Zisserman in [15] proposes a better method
called MSAC which uses the following cost function:
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